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Abstract— optical character recognition is an evergreen area of 
research and is verily used in various real time applications. This 
paper proposes a new technique of optical character recognition 
using Hough transform and statistical method. This method 
proves to be very effective with the use of randomized Hough 
transform for feature extraction and Statistical method for 
developing the model. The model proposed is trained and 
validated for two languages- cursive English and Tamil script 
and the results are found to be very much encouraging. The 
model developed works for the entire character set in both the 
languages.   
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I. INTRODUCTION 
Character recognition has a great potential in data and word 
processing  for instance, automated postal address and ZIP 
code reading, data acquisition in bank checks, processing of 
archieved institutional records, etc. In the Recent years, 
optical character recognition(OCR) has gained a momentum 
since the need for converting the scanned images into 
computer recognizable formats such as text documents has 
increased applications. OCR is one of the most fascinating 
and challenging areas of pattern recognition with various 
practical applications. 
The process of character recognition involves extraction of 
defined characteristics called features to classify an unknown 
character into one of the known classes. Therefore, OCR 
involves two processes: 1.feature extraction 2.classification. 
The process of character recognition becomes very tough in 
the case of Indian languages like Tamil. Many inter-class 
dependencies exist in Tamil. In Tamil language, many letters 
look alike. So classification becomes a big challenge.  
In image processing, Hough transform are used for feature 
extraction. Also in recent years, statistical method has gained 
momentum in the field of classification, which are very 
essential in OCR. In addition, the combination of statistical 
method and Hough transform has given good results for font 
recognition and facial recognition. In this paper, a method is 
proposed for character recognition, which uses Hough 
transform to extract features and statistical method for 
classification. The proposed method validate training 
methodology. In training phase, the features extracted using 
Hough transform is fed to Statistical method 

II. OCR PROCESS 
 Here is a very- basic overview of how an OCR engine 
processes an image to return text contained it: An image               
of  the document is acquired by the computer. 

1) An image of the document is acquired by the 
computer. 

2) The image is submitted as input to an OCR engine. 
3) The OCR engine matches portions of the image to 

shapes it is instructed to recognize. 
4) Given logic parameters that the OCR engine has 

been instructed to use, the OCR engine will make its 
best guess as to which letter a shape represents. 

5) OCR Results are returned as text. 
 

III. TRAINING STEPS 
A. Scanning  

The training files are made ready for all the fonts of various 
styles. Then the training files are scanned and saved as bitmap 
images. 

B. Preprocessing 
The scanned image may have some skewness and the whole 
image on 3-d scale cannot be processed. Therefore, the image 
is normalized and skewness is corrected and is converted to a 
binary images.  

C. Segmentation 
The first process on preprocessed image is segmentation 
where we use the following algorithm to extract all characters 
from the image. Segmentation was performed in two phases. 
(i)  line segmentation wherein each line in the document was 
segmented using horizontal profile. (ii) character 
segmentation wherein each character in the line was 
segmented using 8-connected component analysis. The two-
phase approach was adopted based on comparative study 
where this approach yielded a better result.   

D. Thinning   
Skeletonization is the method of detaching off of an outline as 
a lot of pixels as possible as lack of disturbing the common 
form of the outline. In other words, subsequent to pixels have 
been detached off, the outline should still be recognized. 
Hence we use the method for detaching the outline by the 
Skeletonization process is used to obtain as thin as possible, 
connected and centered when these are satisfied, then the 
algorithm must stop 
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E. Feature Extraction 
A popular feature extraction method used in digital image 
processing is the Hough transform (HT). It is able to detect 
straight lines, curves, or any particular shape that can be 
defined by parametric equations. In essence, this method 
maps the figure points from the picture space to the parameter 
space and, thereafter, extracts the features. There are two 
types of Hough transform: standard HT and randomized HT. 
The sequel briefly expounds these two types of HT. 
Randomized Hough transform is an enhanced approach for 
detecting features in binary images. It takes into account the 
drawbacks of standard Hough transform, namely long 
computation time and large memory requirements. It is based 
on the fact that a curve or a shape can be defined in the 
parameter space with a pair or n-tuple of points (depending on 
the shape to be detected) from the original binary picture. 
Consider a set of figure points P = {(x1, y1), . . . , (xn, yn)} in 
the binary picture. Now, let (θ, ρ) be the two parameters of 
the lines to be detected. A pair of points (pi(x,y), pj(x,y))  is 
selected randomly from the setP and mapped to the parameter 
space. The corresponding accumulator bins are then 
incremented. Unlike standard Hough transform where each 
figure point is mapped to the parameter space, randomized 
Hough transform maps a set of figure points that may or may 
not form a shape; therefore, a considerable decrease in the 
computation time is noticed. The result of continuing this 
process will be the appearance of maxima in the accumulator 
bins of the parameter space. These maxima can thereafter be 
used to detect the lines in the binary pictures. 

  

 

 

 

 

 

 

 

 

 

 
 

Fig. 1 Flow Chart for Training 
 
 
 
 

F. Classification Using Statistical Method 
Statistical decision theory is concerned with a set of 
optimality criteria, and statistical decision functions which 
maximizes the probability of the experimental pattern given 
the model of a certain class. Statistical techniques are, mostly, 
based on three major assumptions:  

1) Distribution of the feature set is Gaussian or in the 
worst case uniform,  

2) There are sufficient statistics available for each class,  
3) Given ensemble of images {I}, one is able to extract 

a set of features {fi} ∈ F, i ∈ {1... n}, which 
represents each distinct class of patterns.  
 

The measurements taken from n-features of each word unit 
can be idea to represent an n-dimensional vector space and 
the vector, whose coordinates correspond to the dimensions 
taken, symbolize the original word unit. The major statistical 
approaches, applied in the Character Recognition field are the 
followings:  
 
1)  Non-parametric Recognition  
The finest known method of non-parametric categorization is 
the Nearest Neighbor (NN) and is widely used in Character 
Recognition. An incoming pattern is classified using the 
cluster, whose center is the minimum distance from the 
pattern over all the clusters. It does not involve a priori 
information about the data.  
 
2)  Parametric Recognition  
Since a priori data or information is available about the 
characters in the training data, it is possible to obtain a 
parametric model for each character. Once the consideration 
of the model, which is based on some probabilities, is 
obtained, the characters are classify according to some 
decision rules such as Baye′s method or maximum likelihood. 
 

G. Development Of Engine 
Once the recognition process is over, the statistical method is 
ready to classify any kind of new input. The engine can be 
developed by implementing the statistical method using any 
programming language. 
 

IV. CONCLUSION 
This paper presented an efficient algorithm for classification 
of characters using Hough transform and statistical method. 
The system was applied for the recognition of scanned images 
for cursive English and Tamil language characters, which 
included the entire character set. The method works brilliantly 
for frequently used cursive English script and Tamil script. 
The algorithm did prove more efficient and can be a suitable 
alternative for the optical character recognition when 
compared to existing systems.  
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